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The president moved that the Committee turn to agenda item 8 - adoption of an opinion on the

Communication from the Commission to the European Parliament 
and the Council – Apply AI Strategy
COM(2025) 723 final.

The preliminary work had been carried out by the Section for the Single Market, Production and Consumption (president: Ms Emilie PROUZET). The rapporteur was Mr Rudolf KOLBE and the co-rapporteur was Mr Miroslav HAJNOŠ. As part of this process, a debate was organized prior to the adoption of the opinion.

The EESC President opened the debate on the Apply AI Strategy, welcoming Ms Lucilla Sioli, Director of EU AI office at  Directorate General of Communications Networks, Content, Technology at the European Commission, Mr Max Reddel, Advanced AI Director at Future Generations, and Mr Andrea Renda, Director of Research at CEPS, linked to the opinion INT/1105 – Apply AI Strategy.

Mr Boland stressed the rapid acceleration of Artificial Intelligence and its growing influence across policy areas, economy, labour markets, consumption, public administration and society. He underlined the EESC’s early engagement with AI topics since 2017 and recalled the Committee’s analytical work, including opinions on AI after the AI Act, research on liberal professions, and a joint CEPS study on generative AI and foundation models. He called for responsible deployment of AI, trust, transparency, and competitiveness.

Ms Sioli described the Apply AI Strategy as a core pillar of the EU’s ambition to become a leading AI continent, stressing the need for enabling AI infrastructures accessible to businesses and an “AI-first policy mindset” to tackle complex challenges and efficiency gaps. She highlighted flagship sectors such as healthcare, autonomous mobility and other strategic industries where AI can boost competitiveness, as well as the role of Digital Innovation Hubs evolving into AI Experience Centres and support mechanisms for SMEs. She announced the Apply AI Platform to coordinate additional sectors like tourism and e-commerce in alignment with national and regional strategies, and noted that the AI Observatory will monitor labour market effects and sectoral impacts. She concluded that trustworthy deployment in public administrations, grounded in procurement practices and EU values, will be key to uptake.

Mr Reddel thanked the EESC for its work and called for strategic decisions in the next MFF. He stressed that Europe must develop its own frontier AI models to avoid dependency on non-European technologies, not for market share, but due to risks related to data sovereignty, service restrictions, and unequal negotiation power. He referred to JRC research showing that key sectoral AI relies on foundation models, and argued for clear targets based on trustworthy, transparent and reliable AI as a competitive advantage. He warned that Europe risks deep dependency and economic marginalisation if it does not scale compute infrastructure, talent and resources. He encouraged investment now, as costs and barriers in AI increase rapidly over time.
Mr Renda welcomed the Commission’s initiative as timely and distinguished between the data-intensive phase of AI and the emerging phase of “Physical and Applied AI”, where sectoral translation is key for competitiveness in fields such as automotive, healthcare, energy and public services. He stressed the need for vertical ecosystems rather than simple tech boosts and noted territorial disparities in Europe’s readiness, calling for differentiated approaches based on regional capacities. He highlighted environmental sustainability and resource constraints, warning against replacing cloud dependencies with new forms of dependency, and encouraged smaller models and tailored use cases. He concluded that “AI-first cannot mean EU-only”, arguing that sovereignty must coexist with openness, and reaffirmed the EU’s human-centric approach where humans are empowered, not replaced.

The rapporteur  outlined the opinion’s key messages: deploying sectoral AI to strengthen public services and businesses, ensuring standards and trust, and prioritising industry, construction and healthcare. Mr Kolbe stressed data security, regional support, SME access to data and skills, clustering for scaling, and clear AI literacy with KPIs tracked through an observatory.

The co-rapporteur added that AI is a service, not just a tool, and must align innovation with human-centric values, transparency and rights. Deployment should benefit workers, SMEs and consumers, reduce inequalities and become a societal success story.

In the ensuing debate, the following members took the floor: Ms Desiano (FR-II), Mr Relić, Ms Parthie (GE-I), Mr Jeambrun (FR-II), Ms Holst (DK-III), Ms Mastantuono (CZ-I), Mr Podruzsik (HU-II), Ms Izverniceanu (ES-III), Mr Boni (PL-I), Ms Corazza (FR-III), Ms Miltoviča (LV-III) and Mr Ulgiati (IT-NI). They raised the following key points:

· The EESC should support responsible AI, regional skills clusters, and digital sovereignty.
· Technology alone is not the solution; public understanding and trust are essential.
· Europe is perceived as lagging; the strategy must enable fast, practical action, IP clarity, scaling across borders, and stronger entrepreneurial ecosystems.
· AI represents both opportunities and strategic risks, and Europe must avoid deeper dependencies in the value chain.
· AI is not neutral, and risks of bias must be addressed to protect democracy and equality.
· "RegTech" can reduce administrative burdens and enable smart compliance.
· The EU must accelerate deployment for scale-ups and SMEs, ensure funding and simplified rules, and foster practical knowledge and adoption.
· Consumers need transparency and legal safeguards, as they are not passive users.
· AI must reinforce human-centric development, territorial cohesion, and trust.
· Gender inclusion in AI careers is fundamental for competitiveness.
· In tourism and services, AI must not undermine human-centred service delivery.
· The environmental footprint of AI must be considered to maintain public trust.
· AI can boost productivity, energy integration and security, and must involve social partners in its application.
Mr Kolbe and Mr Hajnoš acknowledged the points raised, noting challenges related to energy, data and administrative effectiveness.

Mr Renda responded on societal impacts and stressed the need for feedback loops with regions and Member States. He noted venture capital imbalances, where military and aviation attract most AI investment, while energy-related AI receives less than 1%. He encouraged keeping open-source at the centre of Europe’s approach and supporting research in emerging areas such as neuroscience-inspired AI.

Mr Reddel highlighted the shortage of EU compute capacity, with Europe holding roughly 5% of global AI compute, and stressed the need for domestic data centres. He underlined the importance of AI literacy to protect people during transitions.

Ms Sioli reaffirmed the importance of trustworthy AI and clarified discussions around simplified implementation timelines under the AI Act, including deadlines for transparency rules on general-purpose AI. She referred to the AI Legal Desk, supporting companies with compliance, and to investments in supercomputing and factories for model development. She stressed that high costs require public-private investment, as seen in other countries such as the US.

· The Assembly then examined the opinion on the basis of the amendment tabled by Ms Juliane Marie NEIIENDAM (EESC-2025-03470-01-00-AMP-TRA).

Point 3.1.1.2(Amendment 1)

Amend as follows

	Section opinion
	Amendment

	The EESC welcomes the initiatives to accelerate AI-driven drug discovery and streamline market entry for medical devices, provided safety is not compromised.
	The EESC welcomes the initiatives to accelerate AI-driven drug discovery and streamline market entry for medical devices, provided safety is not compromised. The EESC recognizes the potential and encourages the use of AI for gender diagnosis and treatment.



The amendment was accepted by the rapporteur, the corapporteur and the Assembly.


The opinion, as amended, was adopted by 212 votes, with eight abstentions.
_____________
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