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	European Commission position on points
of the European Economic and Social Committee (EESC) opinion considered as essential

	The Commission welcomes the exploratory opinion of the Committee and particularly shares the Committee’s view on the importance of addressing the risks that stem from the development and use of General-Purpose Artificial Intelligence (‘GPAI’) models.
The Commission takes due account of the Committee’s remark on the rapid pace of AI development (point 2.1 of the opinion). When regulating new and evolving technologies such as AI, it is crucial to build a framework that is flexible and future-proof. For this reason, the Commission is empowered to update elements of the AI Act[footnoteRef:2] through delegated and implementing acts. Moreover, the Commission will carry out evaluations as foreseen in the AI Act, making sure that any need for revision is promptly identified and addressed. [2:  	Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying down harmonised rules on artificial intelligence and amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act); http://data.europa.eu/eli/reg/2024/1689/oj.] 

Having said that, the Commission welcomes the Committee’s emphasis on the crucial role of the AI Office in implementing and enforcing the AI Act’s provisions (points 3.1.3 and 3.1.8 of the opinion). As the Committee rightfully underlined, sufficiently funding the AI Office is of importance, so that it can attract and retain talented AI experts.
The Commission takes due account of the Committee’s recommendation to organise dialogues with stakeholders, including social partners, on the GPAI Code of Practice (point 3.1.2 of the opinion). The Code will provide detailed guidance on the AI Act's rules for providers of general-purpose AI models and those with systemic risks. By involving a broad range of stakeholders, the Commission aims to ensure that the Code is comprehensive, effective, and takes into consideration the perspectives of all parties involved in the drafting process.
In this vein, the Commission recognises the Committee’s support on the implementation of the AI Pact (point 2.4 of the opinion), which is instrumental in bringing together various stakeholders to promote responsible AI development and use. The AI Pact provides another efficient tool to ensure a multistakeholder dialogue. As part of the AI Pact’s implementation, the Commission is organising a series of online seminars at the beginning of 2025 on different aspects of the AI Act. All companies and stakeholders are invited to join the AI Pact and to attend the online seminars.
The Commission acknowledges the importance of having access to the resources needed to develop GPAI models (as expressed in the point 3.4.4 of the opinion). It is the Commission’s priority to ensure that European start-ups and relevant players have access to tailored supercomputing capacity through the AI Factories initiative.
Moreover, this initiative addresses the Committee’s remark on the risk of decreasing competitiveness among European companies (point 2.5 of the opinion) if GPAI is not sufficiently developed and used. The AI Factories, as part of the AI Innovation package of January 2024, tackle one of the main obstacles identified to the development of large AI models in the EU, namely, the limited access to computing power. Additional support to AI research and innovation made in Europe comes from the GenAI4EU initiative, which has made generative AI applications a focus theme across EU funding areas. Furthermore, the application and adoption of AI by key economic sectors is a core priority of the Commission, notably in the context of the upcoming Apply AI strategy, which will support the development of world-class AI models and the adoption of AI applications and systems in EU’s most strategic sectors, including the public sector.
Moreover, the Commission recalls that the AI Act ensures that AI systems in Europe are safe and trustworthy, fostering its uptake. The AI Act addresses the risks posed by certain AI systems to safety, health and fundamental rights. With its risk-based approach, the Act aims to support rather than stifle innovation, taking into account the size of the companies in order not to overburden small and medium-sized enterprises (SMEs) and start-ups.
Specifically on research and innovation, the Commission placed an exemption in the AI Act for systems developed for the sole purpose of scientific research and development. This ensures that researchers across Europe can continue cutting-edge AI research. The strong appetite for this topic within the research community can be seen through the concentration of projects engaging with AI-systems funded through excellence-based programmes, notably the European Research Council[footnoteRef:3] and the Marie Skłodowska-Curie Actions[footnoteRef:4]. [3:  	https://erc.europa.eu/homepage.]  [4:  	https://marie-sklodowska-curie-actions.ec.europa.eu/.] 

The Commission acknowledges the Committee’s remark that the effects of the AI transition must be addressed through education, reskilling and upskilling (point 3.3.1 of the opinion). The Commission is engaged in promoting AI literacy, notably via Article 4 of the AI Act. To support the compliance with this article, the Commission has organised one hybrid workshop with AI Pact pledgers in December 2024 and plans to have a second public webinar in February 2025. A voluntary guidance on the article is foreseen for the fourth quarter of 2025. In addition to this, the upcoming Apply AI Strategy will include actions to increase AI skills and talent in Europe, among others via the Digital Europe Programme. The upcoming Digital Europe Programme 2025 will in fact address the increasing need for advanced skilling and upskilling on AI with a focus on key economic sectors. Additionally, European transnational cooperation is key to enabling Europeans to acquire AI-relevant skills and qualifications. To this end, the Commission is supporting innovative learning and training approaches that equip students, lifelong learners and researchers with the skills needed for a fast-changing labour market, notably through the blueprint for a European Degree[footnoteRef:5] and the European Universities Initiative[footnoteRef:6]. [5:  	https://commission.europa.eu/news/commission-rolls-out-plans-european-degree-2024-03-27_en.]  [6:  	https://education.ec.europa.eu/education-levels/higher-education/european-universities-initiative.] 

The European Institute of Innovation and Technology[footnoteRef:7] (EIT) and its Knowledge and Innovation Communities (KICs) already partner up with leading education institutions, research organisations and businesses to boost the EU’s innovation capacity in AI and modernise training and talent management systems that support the labour market and increase the employability of trainees. EIT initiatives such as the Deep Tech Talent Initiative[footnoteRef:8], the EIT AI Community[footnoteRef:9] and the EIT Campus[footnoteRef:10] directly contribute to these objectives. Moreover, the European Digital Innovation Hubs – one-stop-shops funded by the Digital Europe Programme across 30 European countries – provide among their services for SMEs and Public Sector Organisations several trainings on AI and generative AI. [7:  	https://eit.europa.eu/.]  [8:  	https://www.eitdeeptechtalent.eu/.]  [9:  	https://ai.eitcommunity.eu/.]  [10:  	https://eit-campus.eu/.] 

To support the digital readiness of education and training systems, the Commission is also scaling up the European Student Card Initiative[footnoteRef:11], which enables interoperability and secure digital exchanges of student data among European higher education institutions, contributing to secure and resilient connectivity and infrastructure (point 3.2.2 of the opinion) in the higher education sector. [11:  	https://erasmus-plus.ec.europa.eu/european-student-card-initiative] 

The AI Act classifies education as a high-risk domain (point 2.6 of the opinion). The Commission supports Member States and the education and training community through the Digital Education Action Plan[footnoteRef:12] to adapt education to the AI disruption (3.3.1). Regular exchanges and structured dialogue with Member States and stakeholders on AI in education are taking place in the context of the European Education Area working group ‘Digital Education Learning Teaching and Assessment’[footnoteRef:13] (DELTA), and within the AI channel within the European Digital Education Hub[footnoteRef:14] (DEH). The Commission also published Ethical Guidelines on the use of AI and data in teaching and learning for educators[footnoteRef:15] in October 2022. [12:  	COM(2020) 624 final (EUR-Lex - 52020DC0624 - EN - EUR-Lex).]  [13:  	https://wikis.ec.europa.eu/display/EAC/DELTA]  [14:  	European Commission: European Education and Culture Executive Agency, AI report – By the European Digital Education Hub’s Squad on artificial intelligence in education, Publications Office of the European Union, 2023 (https://data.europa.eu/doi/10.2797/828281).]  [15:  	European Commission: Directorate-General for Education, Youth, Sport and Culture, Ethical guidelines on the use of artificial intelligence (AI) and data in teaching and learning for educators, Publications Office of the European Union, 2022 (https://data.europa.eu/doi/10.2766/153756).] 

On point 3.1.2., the Commission has convened an Expert group to develop guidelines on high-quality informatics, delivering on the Council Recommendation on improving the provision of digital skills and competences in education and training[footnoteRef:16] and on key enabling factors for successful digital education and training[footnoteRef:17] of November 2023. The Commission is also collaborating with the Organisation for Economic Co-operation and Development on the development of an AI literacy framework for primary and secondary level of education. Such framework will be also aligned with upcoming initiatives of the Commission, notable the AI literacy and skills actions of the Apply AI Strategy. The Commission is preparing a study on the impact of EU digital legislation on education and training (including the AI Act and other recent EU digital legislation) that would help educational stakeholders to anticipate its implementation and build preparedness. [16:  	 Council Recommendation of 23 November 2023 on improving the provision of digital skills and competences in education and training (http://data.europa.eu/eli/C/2024/1030/oj).]  [17:  	Council Recommendation of 23 November 2023 on the key enabling factors for successful digital education and training (http://data.europa.eu/eli/C/2024/1115/oj).] 

On points 1.6, 3.1.6 and 3.3.4, regarding content creators’ protection when their work is used by AI developers, the Commission recognises the Committee’s call to ensure that all the GPAI providers comply with the EU copyright framework. For this reason, the AI Act imposes the obligations on providers of GPAI models to put in place a policy to comply with Union copyright law and make publicly available a summary of the content used for the training. The Commission will monitor whether the provider has fulfilled those obligations. This compliance should take due account of the size of the GPAI provider and allow simplified ways of compliance for SMEs, including start-ups. It should not represent an excessive cost and not discourage the use of GPAI models. Copyright compliance and a fair licensing market are basic principles of a broader vision for AI, culture and creativity. The Commission intends to translate these principles into its future work on a European Artificial Intelligence strategy for the cultural and creative sectors and industries. The aims will be i) to ensure that AI enables and reinforces human creativity and ii) safeguards cultural and linguistic diversity, while strengthening competitiveness in the global market.
The Commission takes note of the Committee’s recommendation to promote international cooperation on AI (point 3.1.3 of the opinion) and standards (point 3.1.4). Bringing the EU’s AI regulatory framework and international approaches to AI closer together is undoubtfully valuable for the entire AI ecosystem. The Commission regularly discusses international approaches on AI in the AI Board in order to ensure a uniform approach throughout the Union. Obviously, the level of possible cooperation depends on the approach taken by the respective international partner.
Regarding the Committee’s remark on promoting competition in the AI ecosystem (point 3.4.1 of the opinion), the Commission notes that there is no inconsistency between the Digital Markets[footnoteRef:18] Act and the AI Act. Both Acts are complementary to each other. Under the Digital Markets Act, certain identified services that operate as a ‘gateway’ between business users and end users are subject to specific obligations. Therefore, if AI applications take the form of or are embedded in designated core platform services like search engines or app stores, they will be captured by the rules of both acts. [18:  	Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on contestable and fair markets in the digital sector and amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital Markets Act); (http://data.europa.eu/eli/reg/2022/1925/oj).] 

Given the risks that the AI technology might entail, the Commission actively monitors the AI and virtual worlds sectors. Recently, a policy brief[footnoteRef:19] has been published on competition in generative artificial intelligence and virtual worlds, following the two calls for contributions launched in January 2024. The brief looks at what types of anticompetitive concerns may emerge in the AI sector and at the possible tools to address them, including antitrust enforcement and merger control as well as the Digital Markets Act. [19:  	Commission publishes policy brief on competition in generative AI and virtual worlds | Shaping Europe’s digital future.] 

Furthermore, the Commission welcomes and agrees with the statement in point 3.4.2 that coordinated European and national investment in innovation is needed to help develop EU value chains and value creation in AI. Also, the Commission takes due account on Committee’s remark on AI’s impact on the environment and energy usage, which must be accurately measured and considered (point 1.7 of the opinion).



