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	European Commission position on points
of the European Economic and Social Committee (EESC) opinion considered as essential

	The Commission welcomes the opinion of the Committee on the inclusion of persons with disabilities in the context of new technologies and artificial intelligence (AI).
The Commission recognises the possibilities that AI-based applications may offer to persons with disabilities when it comes to education, employment and participation in society. At the same time, the Commission recognises the risks that are involved in the development and use of certain AI-based applications for persons with disabilities. The Commission agrees with the Committee that services and goods that apply new technologies and AI-based solutions should be in line with applicable EU legislation.
In 2024, the Artificial Intelligence Act (AI Act)[footnoteRef:2] was adopted, the first-ever legal framework on AI, which addresses the risks of AI and fosters an innovation-friendly environment. While promoting the uptake of trustworthy AI and fostering innovation, the AI Act requires that AI systems which are made available and used in the EU should be developed with a high level of protection of health, safety and fundamental rights. The AI Act strives for protection of vulnerable groups, including persons with disabilities. [2:  	Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying down harmonised rules on artificial intelligence and amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) (http://data.europa.eu/eli/reg/2024/1689/oj).] 

The Commission welcomes the Committee’s opinion which underlines the risks that may arise for persons with disabilities in the fields of employment and recruitment, emphasising for providers and deployers of high-risk AI systems the need to explicitly look at the risks related to persons with disabilities while performing the respective obligations.
For instance, Article 5(1)(b) of the AI Act prohibits AI practices which exploit vulnerabilities of a person due to their (among others) disability in significantly harmful manner. In February 2025, the Commission published guidelines on the further interpretation of these prohibited AI practices[footnoteRef:3].The guidelines clarify the elements of each prohibition and provide examples of prohibited practices. [3:  	https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-prohibited-artificial-intelligence-ai-practice.] 

The AI Act also prohibits AI systems to infer emotions in the areas of workplace and education. If, however, the system is being used for strictly medical reasons, the use of such systems can be allowed.
The Committee refers to the possible need to protect persons with disabilities from the harmful application of supposedly limited risk systems, particularly in the field of employment and recruitment. On this topic, the Commission highlights that AI systems intended to be used (among others) for the recruitment or selection of natural persons, or systems intended to be used to make decisions affecting terms of work-related relationships (Annex III point 4 of the AI Act) are classified as high-risk. AI systems additionally classified as high-risk, are those intended to be used by public authorities to evaluate the eligibility of natural persons for essential public assistance benefits and services, including healthcare services, as well as to grant, reduce, revoke or reclaim such benefits and services, as well as AI systems intended to be used to evaluate the creditworthiness of natural persons or establish their credit score (with the exception for the purpose of detecting fraud), and systems intended to be used for risk assessment and pricing in relation to natural persons in the case of life and health insurance are (Annex III point 5 of the AI Act).
Such a classification means that the systems used in those fields need to comply with the associated requirements and undergo a conformity assessment. Important in this regard is the obligation on the providers of those high-risk AI systems to establish a risk management system with the view of identifying and mitigating risks to health, safety and fundamental rights, including the right to non-discrimination and rights for persons with disabilities. The requirement on data governance obliges the provider to also examine the data used for training AI models on possible biases and deploying other bias detection and mitigation measures to minimise risks to safety and fundamental rights. These are examples of how providers are required to take into account the effects of risks to fundamental rights of (among others) persons with disabilities during the development of the high-risk AI system. In addition, providers of high-risk AI systems need to ensure that these comply with accessibility requirements in accordance with the Web Accessibility Directive[footnoteRef:4] and the European Accessibility Act[footnoteRef:5] on the accessibility requirements for products and services (Article 16(l) of the AI Act). Following this, accessibility should be taken into account in the development of technical standards supporting the implementation of the AI Act. [4:  	Directive (EU) 2016/2102 of the European Parliament and of the Council of 26 October 2016 on the accessibility of the websites and mobile applications of public sector bodies (http://data.europa.eu/eli/dir/2016/2102/oj).]  [5:   	Directive (EU) 2019/882 of the European Parliament and of the Council of 17 April 2019 on the accessibility requirements for products and services (http://data.europa.eu/eli/dir/2019/882/oj).] 

Please note that products and services under the European Accessibility Act will have to comply with its accessibility requirements including when using AI systems. To support the application of accessibility legislation the Commission launched AccessibleEU a resource centre providing training and guidance on accessibility that can also be used to step up accessibility competences of AI professionals.
During the use of a high-risk AI system, deployers need to monitor the use of the system, including whether the use is in accordance with the instruction for use (and therefore in compliance with the provisions from the AI Act). In addition to this, certain deployers[footnoteRef:6] of high-risk AI systems need to perform an assessment of the impact on fundamental rights that the use of such systems may produce (Article 27(1) of the AI Act). This includes taking into account categories of natural persons and groups who are likely to be affected by the use in a specific context. [6:  	Deployers that are bodies governed by public law, or are private entities providing public services, and deployers of high-risk AI systems referred to in points 5 (b) (on evaluation of creditworthiness) and (c) (on risk assessment and pricing for life and health insurance) of Annex III (Article 27(1) AI Act).] 

Affected persons of the use of a high-risk AI system should be informed of such use in case the system makes decisions or assists in making decisions related to the affected person (Article 26(11) of the AI Act), and they also have the right to obtain clear and meaningful explanations from the deployer of the role of the system in the decision-making procedure (Article 86 of the AI Act).
With the implementation of the AI Act, public authorities and (private) organisations are currently taking inventory of systems in place which (may) fall under the AI Act, as well as preparing new AI systems to be put on the market or into service to be compliant with the provisions of the AI Act. Following Article 4 of the AI Act on AI literacy, providers and deployers of AI systems shall take measures to ensure a sufficient level of AI literacy of staff dealing with the operation and use of AI systems on their behalf.
The Commission also funds a cluster of four projects (AI Fairness) that tackle bias and discrimination against underrepresented groups and groups of people that are subjected to discrimination.[footnoteRef:7] The aim of the four projects is to develop inclusive AI. [7:  	https://aifairnesscluster.eu.] 

The Committee underlines the need for Member States to step up public programmes and incentives to increase financial access for persons with disabilities in the EU, as well as facilitate training for persons with disabilities, and training for staff of financial institutions on disability awareness. The Commission encourages such initiatives.
The Commission recognises the importance of enabling the digital up- and re-skilling of persons with disabilities as well as monitoring the progress in doing this. The digital skills academies launched with the Digital Europe Programme (DEP) 2025-2027 are an important step in this direction.[footnoteRef:8] For example, the AI skills Academy will focus on boosting the AI and GenAI competences and job-placement of underrepresented groups. All the digital skills academies under DEP will pursue and monitor the achievement of key performance indicators (KPIs) including for these goals. [8:  	https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/digital/wp-call/2025/call-fiche_digital-2025-skills-08_en.pdfhttps://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/digital/wp-call/2025/call-fiche_digital-2025-skills-08_en.pdf.] 
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