


De toekomst van AI in de arbeidswereld en op de werkplek
NL

Tijdshorizon: 2035

Belangrijkste onzekerheden:
· Geopolitieke spanningen
· Maatschappelijke aanvaarding van AI

Scenario 1: Geringe geopolitieke spanningen en hoge mate van maatschappelijke aanvaarding van AI
Titel scenario: Artificiële intelligentie voor iedereen

Context / De weg ernaartoe

In 2035, na de geopolitieke turbulentie van de jaren 2020, zijn de internationale betrekkingen aanzienlijk verbeterd: door de gemeenschappelijke mondiale uitdagingen van de klimaatnoodtoestand, de achteruitgang van het milieu, de snelle uitrol van AI, demografische trends, concurrentie om investeringen enz. staat de aandacht op scherp en beseffen mensen dat mondiale samenwerking en de vaststelling van gemeenschappelijke normen in ieders belang zijn. In dezelfde periode vertoonde de ontwikkeling en uitrol van AI-technologieën geen tekenen van vertraging.

De breedte en diepte van de toepassingen van deze technologieën hebben geleid tot een veelheid aan voordelen. Ze hebben Europa in staat gesteld om een belangrijke economische en regelgevende macht te blijven in de mondiale economische concurrentie.

Door een aantal opvallende gevallen van misbruik en onbedoelde gevolgen in de loop der jaren moest de EU echter al in een vroeg stadium regelgeving opstellen teneinde negatieve effecten op de fundamentele mensenrechten te vermijden. Deze baanbrekende Europese regelgevende ervaring heeft veel invloed gehad toen de internationale gemeenschap uiteindelijk besloot om mondiale minimumnormen aan te nemen om werknemers en het publiek te beschermen.

Maatschappelijk
Dankzij de genuanceerde en zorgvuldige toepassing van AI-technologieën waarbij de mens centraal staat en de enorme voordelen die AI op veel gebieden heeft opgeleverd, is er in de EU een hoge mate van maatschappelijke aanvaarding van deze technologieën ontstaan. AI wordt nu gezien als betrouwbaar en is zo alomtegenwoordig dat persoonlijke AI-assistenten voor de meeste mensen niet meer weg te denken zijn uit hun werk en leven.
De mensgerichte benadering bij AI-ontwikkeling blijft van cruciaal belang. AI-tools worden getraind door mensen, waardoor problemen zoals misinformatie, surveillance en bias worden beperkt. De inspanningen zijn erop gericht om ervoor te zorgen dat AI-systemen ethisch, transparant en rechtvaardig zijn.
Op de werkplek bevordert een robuuste sociale dialoog AI-geletterdheid en AI-acculturatie, waardoor het “human in control”-beginsel zijn intrede doet in het AI-tijdperk. Werknemers worden erbij betrokken, van het idee tot het ontwerp en de regelmatige controle van de AI-systemen die op het werk worden ingevoerd om de risico’s van AI-bias te minimaliseren.
Het is dan ook niet verrassend dat er in 2035 een geheel nieuwe terminologie voor banen is. Veel mensen verdienen nu immers de kost met activiteiten die tien jaar eerder nauwelijks voorstelbaar waren en veel soorten werk hebben een nieuwe invulling gekregen. Hiervoor was het nodig om de aandacht te richten op de ontwikkeling van vaardigheden en werden regeringen opgeroepen om onderwijs en een leven lang leren op het gebied van AI en digitale technologieën in het algemeen te stimuleren. Dit hielp om de digitale kloof te verkleinen. AI ondersteunt ook mensen met speciale behoeften bij het betreden van de arbeidsmarkt, waardoor meer inclusieve werkgelegenheidskansen ontstaan.
Over het algemeen hebben laaggeschoolde werknemers veel baat bij de wijdverspreide invoering van AI en zijn er aanzienlijke verbeteringen op het gebied van gezondheid en veiligheid op het werk. AI-systemen kunnen helpen bij het monitoren en voorkomen van gevaren op de werkplek en zorgen zo voor een veiligere werkomgeving.
Om al deze voordelen uit AI te kunnen halen, is er ook een gezonde sociale dialoog nodig om AI-technologie betrouwbaar en algemeen aanvaard te maken. Werknemers en werkgevers werden gehoord door zowel politici als technologieontwikkelaars. Deze dialoog werd mogelijk gemaakt door brede maatschappelijke discussies en transparantie over waarden en hoe deze zouden kunnen evolueren in een samenleving met een hoog milieu- en technologisch bewustzijn.
Met een goed functionerende sociale dialoog zijn potentiële bedreigingen door het onethische gebruik van AI-technologieën op de werkplek beperkt. Over het algemeen worden er serieuze inspanningen geleverd om ervoor te zorgen dat de voordelen van de ontwikkeling van deze technologieën zoveel mogelijk mensen bereiken. Publieke dialoog en bewustzijn zijn bedoeld om de balans tussen samenleving, privébelangen, individuele vrijheden en menselijke emancipatie te beheren.
Hoewel de toename van mis- en desinformatie potentiële bedreigingen voor de democratie op de lange termijn met zich meebrengt, hebben een hoge AI-geletterdheid en het behendige gebruik van AI-technologie bijgedragen aan de emancipatie en participatie van mensen.
Sinds de jaren 2020 is de verleiding groot om voor het gemak gegevens weg te geven en particuliere en overheidsactoren meer toegang te geven tot gegevens over individuen en de bevolking in het algemeen, maar door een sterke focus op gegevensbescherming is het vertrouwen in gecertificeerde derde partijen toegenomen. Robuuste checks-and-balances zijn essentieel. 
In het algemeen is er de afgelopen tien jaar enorm veel innovatie geweest in de toepassing van AI in sectoren waarin de mens centraal staat: gezondheidszorg, onderwijs, sociale dienstverlening enz. Dit heeft de samenleving in staat gesteld om veel demografische, sociale en gezondheidskwesties aan te pakken, waaronder geestelijke gezondheidsproblemen.

Technologisch
Nu de noodzaak om koolstofvrij te worden steeds dringender wordt en de concurrentie om minerale hulpbronnen toeneemt, worden er grote inspanningen geleverd om het energieverbruik en de materiaalbehoeften van AI-systemen te verminderen en om AI-systemen te gebruiken voor de transitie naar duurzaamheid.
AI-technologieën (ondersteund door de nieuwste ontwikkelingen op het gebied van bijvoorbeeld kwantumcomputing), die het resultaat zijn van internationale samenwerking voor technologische ontwikkeling, hebben geleid tot een hoge mate van automatisering en innovatie in mensgerelateerde sectoren (gezondheid, onderwijs) die hebben geholpen bij de aanpak van veel maatschappelijke problemen (bijvoorbeeld veiligheid, gezondheid enz.) en die wereldwijd voordelen hebben opgeleverd. AI-systemen zijn transparant, respecteren ethische normen en beschikken over algoritmen om hun beslissingen te verklaren.
De massale inzet van AI heeft ook de risico’s van massale desinformatie door handelsmachten of schurkenstaten vergroot. Dit heeft de aanzet gegeven tot innovatie in geautomatiseerde beschermingssystemen die voldoen aan de meest algemeen aanvaarde ethische normen. Dit benadrukt ook het belang van AI-acculturatie en een kritische mindset.
Door de vrijwel universele afhankelijkheid van digitale technologieën en AI-systemen in de EU is er een enorm cyberbeveiligingsrisico ontstaan en spelen gegevens een cruciale rol. Hiervoor is zeer strenge geharmoniseerde regelgeving op het gebied van cyberbeveiliging en gegevensbescherming nodig, omdat anders het hele uitgebreide AI-bouwwerk instort.

Economisch
De vooruitgang op het gebied van AI heeft de Europese samenleving in staat gesteld om de productiviteit te verhogen en tegelijkertijd een steeds snellere transitie naar duurzaamheid na te streven. Deze impuls is ook van vitaal belang geweest om de pensioenen en sociale voorzieningen te kunnen blijven financieren terwijl de bevolking vergrijst.
In deze open wereld heeft de toegenomen mondiale concurrentie voor vaardigheden geleid tot een grotere arbeidsmobiliteit en, tot op zekere hoogte, tot een braindrain uit de EU, waarbij sommige van de beste talenten verhuizen naar landen die de beste voorwaarden kunnen bieden, vooral in India of de VS.
Meer in het algemeen heeft de massale uitrol van AI op persoonlijk en professioneel vlak bijgedragen aan de ontwikkeling en actualisering van vaardigheden, maar ook geleid tot het verlies van veel vaardigheden die verband houden met oude technologieën en mogelijk tot de veralgemening van het universeel basisinkomen om de ontstane instabiliteit aan te pakken.

Ecologisch
Door de gemeenschappelijke mondiale uitdagingen van de klimaatnoodtoestand, grensoverschrijdende verontreiniging en biodiversiteitsverlies staat de aandacht op scherp en beseffen mensen en landen hoe belangrijk samenwerking is, waardoor er bijvoorbeeld afspraken zijn gemaakt over het gebruik van grondstoffen (hetgeen leidt tot besparingen op materialen).
De milieucrisis maakt de totstandbrenging van CO2-quota mogelijk (zeer nodig, vooral met de toename van generatieve AI) voor elk land op basis van verschillende criteria zoals bevolking, beschikbaar gebied, niveau van technologische ontwikkeling enz. Elk land dat zijn quota overschrijdt, is verplicht om te kopen van landen die gewoonlijk niet al hun quota’s gebruiken (niet erg ontwikkelde landen), waardoor ze worden geholpen met betrekking tot de gevolgen van de klimaatverandering en worden gestimuleerd om meer te investeren in AI met het geld dat ze ontvangen.

Politiek
Om het grootschalige gebruik van AI mogelijk te maken, zijn enorme investeringen in IT-infrastructuur nodig geweest in een context van beperkte overheidsmiddelen. Deze inspanning, met hulp van de cohesiefondsen van de EU, heeft ertoe bijgedragen dat de digitale kloof kleiner is geworden. Tegelijkertijd werden regeringen opgeroepen om het onderwijs in AI en digitale technologieën in bredere zin te stimuleren. Dankzij deze meervoudig gecoördineerde investeringen in technologie, onderwijs en infrastructuur, en de internationale samenwerking op het gebied van regelgeving, zijn AI-systemen transparant en voldoen ze aan de meest algemeen aanvaarde ethische normen. Waar nodig en om ervoor te zorgen dat het gebruik van AI-systemen een hoge mate van verantwoordelijkheid respecteert, zijn er mensen die kunnen uitleggen waarom AI-systemen beslissingen nemen of op specifieke manieren handelen. Uiteindelijk blijven mensen de controle houden, wordt de autonomie van AI-systemen ingekaderd en zijn er duidelijke rode lijnen.
Dankzij de inspanningen in het onderwijs is de Europese bevolking zeer “AI-geletterd”.
De EU heeft een voortrekkersrol gespeeld bij het vaststellen van mondiale minimumnormen om werknemers en het publiek te beschermen, in overeenstemming met de benadering van de oorspronkelijke AI-verordening.
Dankzij de soepele internationale samenwerking heeft de enorme investering in IT-infrastructuur ertoe geleid dat sommige landen hun expertise en apparatuur hebben aangeboden. Een onafhankelijk internationaal agentschap houdt toezicht op de situatie om te voorkomen dat één land een controlemonopolie heeft over armere landen. Dit agentschap moet er ook voor zorgen dat er geen spionage plaatsvindt, of achterdeurtjes in uitgewisselde infrastructuren die door andere landen worden geleverd.



Scenario 2: Grote geopolitieke spanningen en hoge mate van maatschappelijke aanvaarding van AI
Titel scenario: AI voor ons

Context / De weg ernaartoe
In 2035 wordt de wereld gekenmerkt door grote geopolitieke spanningen, gedreven door grondstoffenschaarste en rivaliserende nationalistische agenda’s. In plaats van samen te werken om gemeenschappelijke mondiale uitdagingen aan te pakken (zoals de klimaatnoodtoestand, grensoverschrijdende verontreiniging en biodiversiteitsverlies), hebben deze factoren ervoor gezorgd dat de verdeeldheid is toegenomen en dat landen zich meer richten op nationale belangen dan op samenwerking. Landen beschermen steeds meer hun technologische vooruitgang en natuurlijke hulpbronnen, hetgeen leidt tot handelsoorlogen en restrictief beleid tussen verschillende geopolitieke blokken, waaronder de EU. De samenleving is tot op zekere hoogte gemilitariseerd.

Maatschappelijk
Artificiële intelligentie wordt algemeen aanvaard door de samenleving in het algemeen en door werknemers in het bijzonder, die het gebruik ervan hebben omarmd. De digitale transitie wordt als rechtvaardig beschouwd. Mensgerichte benaderingen hebben bijgedragen aan de maatschappelijke aanvaarding van AI.
Werknemers hebben het recht om geïnformeerd te worden over AI-gerelateerde ontwikkelingen. Er is een participatief medeontwerp van AI op de werkplek. De sociale dialoog is sterk en werkgevers en werknemers werken effectief samen. Werkgevers en werknemers zijn vaardig in het anticiperen op en beheren van verandering als onderdeel van de sociale dialoog, met inbegrip van trends op de arbeidsmarkt en behoeften aan vaardigheden.
Matuur risicobeheer vindt plaats op de arbeidsmarkt. Dit stelt organisaties in staat om doeltreffend om te gaan met onzekerheden, veerkrachtig te blijven en strategische doelstellingen te verwezenlijken.
Werknemers hebben toegang tot opleidingen. Het opleidingsaanbod is uitgebreid en mensen leren voortdurend bij (een leven lang leren). Met name in de wereld van AI ontwikkelen ze hun zachte vaardigheden terwijl hun fysieke vaardigheden afnemen. Er is een hoge AI-geletterdheid onder mensen en de digitale kloof die tien jaar eerder nog bestond, is gedicht.
AI heeft de arbeidswereld veranderd en zal dat blijven doen, op een manier die moeilijk te voorspellen is. Sinds de jaren 2020 zijn sommige banen vervangen en zijn werknemers ontslagen; tegelijkertijd zijn er nieuwe beroepen bijgekomen (bijvoorbeeld in de militaire/defensie-industrie, de dienstensector en in de energie- en groene economie).
Nieuwe werkvormen zijn onder andere virtuele/gemengde realiteiten. Er is een hoge mate van interactie tussen mensen en robots.
Er is meer productiviteit en efficiëntie en er zijn lagere kosten op de werkplek. De voordelen van AI worden eerlijker verdeeld via onderhandelingen en sociale dialoog.
Werknemers maken gebruik van flexibele manieren van werken, in verschillende settings (bijvoorbeeld op afstand, thuiswerken). Dankzij artificiële intelligentie worden meer mensen met speciale behoeften opgenomen op de arbeidsmarkt, waardoor ze minder gediscrimineerd worden.
Werknemers werken minder uren terwijl ze hetzelfde inkomen verdienen omdat de productiviteit is toegenomen. Mensen zijn ook minder afhankelijk van de noodzaak om te werken om sociale uitkeringen te ontvangen. Er heerst een harmonieus evenwicht tussen werk en privéleven.
Werknemers voeren minder fysiek veeleisende en routinematige taken uit. Een aanzienlijk deel van het werk is creatief, in een context van innovatie op hoog niveau (zie hieronder).
Gezondheid en veiligheid op de werkplek zijn sterk verbeterd. Werknemers kunnen echter geconfronteerd worden met de intensivering van het werk door het gebruik van artificiële intelligentie. Dit heeft te maken met de toegenomen complexiteit van de taken die werknemers moeten uitvoeren. Naarmate AI routinematige en repetitieve taken overneemt, krijgen werknemers te maken met verantwoordelijkheden die complexer, cognitiever en intensiever qua besluitvorming zijn. Deze verschuiving vereist voortdurende mentale betrokkenheid, probleemoplossing en kritisch denken, hetgeen mentaal belastend kan zijn en kan leiden tot cognitieve vermoeidheid. Het gebrek aan mentale rust kan bijdragen aan meer stress en een hoger risico op burn-out. Om dit risico tot een minimum te beperken, worden de werktijden beperkt volgens de regelgeving en lokale onderhandelingen.
Er vinden verplaatsingen op managementgebied plaats, oftewel verschuivingen naar meer geautomatiseerde managementprocessen, waarbij AI en technologie traditionele managementtaken overnemen. Er is ook surveillance en monitoring van werknemers. Er bestaat echter een regeling voor algoritmisch beheer die actief wordt gehandhaafd. Ook op het niveau van management/besluitvorming is er menselijke controle.

Technologisch
Vanwege de behoefte aan strategische autonomie in een wereld vol geopolitieke spanningen bevorderen de EU en de regeringen van de lidstaten een hoog innovatieniveau voor alle bedrijven, inclusief kmo’s, en zijn er verschillende “Silicon Valleys” in de EU. 
Dit leidt ertoe dat privébedrijven op grote schaal nieuwe technologieën gebruiken, waaronder geavanceerde AI. AI-technologieën zijn integrerend onderdeel geworden van verschillende sectoren, van gezondheidszorg en onderwijs tot transport en productie. De ontwikkeling van AI wordt sterk gedreven door de defensie-industrie en de noodzaak om veiligheidsrisico’s aan te pakken. Ze wordt grotendeels gefinancierd met overheidsmiddelen. Gezien de geopolitieke spanningen is het mogelijk dat bepaalde AI die bij defensie wordt gebruikt, geheim wordt gehouden en dat gevoelige technologieën niet worden geëxporteerd. AI wordt steeds vaker gebruikt voor cyberbeveiliging en ter ondersteuning van defensie en veiligheid. Het gebruik van AI in “killer robots” zonder menselijk toezicht brengt ethische problemen met zich mee.

Economisch
In de Europese Unie wordt veel geïnvesteerd in technologie en O & O en in digitale openbare infrastructuur en defensie, waaronder in de ontwikkeling van AI. Er zijn allianties tussen bedrijven. Artificiële Intelligentie levert een grote bijdrage aan de economie.
In de context van geopolitieke spanningen zijn er handelsbeperkingen, hetgeen bevorderlijk is voor de ontwikkeling van een lokale productie en levering van goederen. Er bestaat tot op zekere hoogte een oorlogseconomie. De geopolitieke spanning met betrekking tot AI-chips neemt toe en de EU streeft naar strategische autonomie om monopolies op chips te doorbreken. 

Ecologisch
Tegen 2035, in het kader van grote geopolitieke spanningen en een behoefte aan strategische autonomie en de prioriteit die wordt gegeven aan het optimale gebruik van AI, raken het milieu en de ambities met betrekking tot de bescherming ervan op de achtergrond. Het klimaat is niet langer een prioriteit. Het verbruik van energie en hulpbronnen voor AI neemt sterk toe.
Er is een zeer efficiënt energie- en elektriciteitssyteem opgezet dat de gevolgen van de ontwikkeling van geavanceerde AI voor het klimaat beperkt (zo niet de vraag naar kritieke metalen). De energiekosten zijn echter hoog en vertonen een stijgende trend.
Het uitgebreide gebruik van AI heeft ook een negatieve invloed op het watergebruik, in een context van waterschaarste.
Politiek
Geopolitieke spanningen kunnen ook leiden tot autoritaire regeringen en illiberale democratieën.
Op mondiaal niveau is er concurrentie tussen blokken van landen om technologische / AI-grootmachten te worden (technologische oorlogsvoering), hetgeen betekent dat AI in staat is om spanningen te vergroten. Op EU-niveau kan dit leiden tot allianties tussen landen, maar ook tot spanningen tussen EU-lidstaten en bijgevolg tot gefragmenteerd AI-beleid.
Er is een hoge mate van surveillance in de samenleving vanwege geopolitieke spanningen. Een dergelijke mate van surveillance wordt gezien als bevorderlijk voor vrede en veiligheid (bijvoorbeeld het voorkomen van terroristische aanslagen).



Scenario 3: Grote geopolitieke spanningen en lage mate van maatschappelijke aanvaarding van AI 
Titel scenario: AI voor enkelen

Context / De weg ernaartoe
Sinds het oplaaien van de geopolitieke spanningen in de jaren 2020 is de situatie alleen maar verslechterd. China en Rusland intensiveerden hun gebruik van digitale hulpmiddelen en AI om een soort hybride oorlogsvoering te voeren met als doel de EU en de Verenigde Staten te destabiliseren. Tegen 2035 leidde dit tot een zeer gespannen mondiale geopolitieke situatie tussen verschillende staten en blokken.
De Verenigde Staten hebben zichzelf opgesloten in een vorm van politiek isolationisme en ongebreidelde economische concurrentie, zoals industriële spionage en het gebruik van hun technologische dominantie om economisch de overhand te krijgen over andere landen. In deze context spelen multilateralisme en internationale organisaties zoals de Verenigde Naties en haar agentschappen een beperkte rol, ook bij de regulering van AI.

Maatschappelijk
Het uitgebreide gebruik van technologie en AI om het Westen, in het bijzonder Europa, politiek, sociaal en economisch te destabiliseren heeft ervoor gezorgd dat Europese samenlevingen dergelijke instrumenten wantrouwen. Bijgevolg heerste er al snel een groot wantrouwen en angst voor AI in de samenleving. Regeringen en veel mensen zien vooral de bedreigende en gevaarlijke kant voor de samenleving en individuen, waardoor er weinig wordt geïnvesteerd in de digitale opleiding en vaardigheden van de Europese beroepsbevolking. Dit gebrek aan onderwijs versterkt de neerwaartse spiraal van de houding van mensen ten opzichte van AI-tools, waardoor de status quo in stand wordt gehouden.
Op de werkplek, met een totaal gebrek aan onderhandeling en sociale dialoog, worden de enorme angst en het grote wantrouwen in de samenleving weerspiegeld door een gebrek aan vertrouwen tussen werknemers en werkgevers, hetgeen leidt tot gespannen arbeidsverhoudingen en een slechte reputatie voor de technologie- en AI-sectoren. Dit genereert een vicieuze cirkel waarin minder vraag naar onderwijs en opleiding in AI ertoe leidt dat bedrijven en overheden steeds minder investeren in deze sectoren, waardoor banen verloren gaan.
De uitrol van AI door een paar bedrijven kan leiden tot arbeidsmarktpolarisatie. Hierdoor kan het concurrentievermogen van EU-bedrijven afnemen en zijn er wellicht minder initiatieven om werknemers om- of bij te scholen, waardoor de werkloosheid toeneemt.
De veranderingen in de werkorganisatie als gevolg van AI hebben verschillende gevolgen voor de sociale omgeving van banen en werknemers. Er is sprake van een verslechtering van de arbeidsomstandigheden, de gezondheid en veiligheid en de arbeidskwaliteit, evenals van digitale monitoring en surveillance.
De problemen in de sociale dialoog in een context van beperkte Ai-uitrol hebben verschillende gevolgen voor de sociale omgeving van banen en werknemers. Er is sprake van een verslechtering van de arbeidsomstandigheden, de gezondheid en veiligheid en de arbeidskwaliteit, evenals van digitale monitoring en surveillance.

Technologisch
De grote geopolitieke spanningen in combinatie met de restrictieve regulering van AI in de EU hebben de ontwikkeling van AI ernstig belemmerd, waardoor Europese investeringen in onderzoek, ontwikkeling en innovatie werden ontmoedigd en het toch al kleine aantal Europese bedrijven dat in staat is om AI te ontwikkelen, werd benadeeld. Vanwege het geopolitieke klimaat zijn onderzoek en innovatie op het gebied van AI-tools meestal beperkt tot militaire en defensiebelangen, terwijl de ontwikkeling van AI-tools in de particuliere sector dramatisch achterblijft. Bedrijven vrezen dat hun investeringen in onderzoek en innovatieve technologieën niet beschermd zullen worden.
In een dergelijk scenario kan het gebruik van software en hardware die in het buitenland is ontwikkeld, aanzienlijke risico’s met zich meebrengen voor zowel bedrijven als werknemers.

Economisch
De Europese economie lijdt ernstig omdat het concurrentievermogen en economische slagkracht blijft verliezen aan China, de Verenigde Staten, India en de landen in het Globale Zuiden die het potentieel van AI optimaal benutten. Europa’s eigen digitale soevereiniteit wordt sterk bedreigd omdat Europa de weinige AI-technologie en digitale hulpmiddelen die het nodig heeft, moet importeren van zijn concurrenten en politieke tegenstanders.
De beperkte ontwikkeling van AI en het gebrek aan adequate opleiding zijn nadelig voor de economie van de EU, die geconfronteerd wordt met concurrenten die het potentieel van de technologie optimaal benutten. Hierdoor neemt de werkloosheid toe, is er een ernstige mismatch op de arbeidsmarkt en daalt de kwaliteit van de banen. In feite worden Europese bedrijven door hun zwakte en gebrek aan technologisch concurrentievermogen gedwongen om zich te concentreren op laagtechnologische productie met een lage toegevoegde waarde.
De moeilijke economische situatie heeft een grote invloed op de sfeer binnen bedrijven: een gebrek aan vertrouwen tussen ondernemers en werknemers overheerst. Werkgevers kunnen de neiging hebben om de werkorganisatie goed in de hand te houden om op zijn minst de status quo van de onderneming te “redden”. Dit wordt nog verergerd door het wantrouwen en de duidelijke angst van werknemers voor technologie en de weinige AI die ondernemers gebruiken. De angst voor spionage, controle en intrusieve surveillance door werkgevers verspreidt zich onder werknemers. Paradoxaal genoeg wordt hierdoor de rol van compliance officers versterkt, terwijl het beperkte gebruik van AI en andere digitale hulpmiddelen dit eigenlijk niet zou moeten rechtvaardigen. Dit komt tot uiting in ongunstige en gespannen arbeidsverhoudingen.
Een paar buitenlandse multinationale ondernemingen en een paar zeldzame Europese bedrijven zijn erin geslaagd om zich te ontwikkelen in de technologiesector. De arbeidskrachten en technici die er werken, en die vaak in het buitenland zijn opgeleid, hebben extreem gunstige lonen en arbeidsomstandigheden, waardoor ze zich duidelijk onderscheiden van de meeste Europese werknemers. Hun ontwikkeling blijft echter ook beperkt doordat er een gebrek is aan geschoolde arbeidskrachten.

Ecologisch
AI-technologieën worden niet ontwikkeld om milieuproblemen op te lossen, terwijl het energieverbruik lager is omdat AI minder wordt gebruikt en de economische activiteit afneemt.
Dit scenario lijkt goed nieuws voor het milieu, omdat mensen niet graag gebruikmaken van AI, waardoor hun koolstofvoetafdruk en vraag naar grondstoffen beperkt blijft. De massale AI-investeringen in defensie die worden uitgelokt door de grote geopolitieke spanningen, hebben echter negatieve gevolgen voor het milieu omdat de defensie-industrie zelf een van de meest vervuilende sectoren is.

Politiek
Als gevolg van de geopolitieke situatie en het ontbreken van mondiale regels inzake AI heeft de EU haar eigen regelgeving ontwikkeld, die in tegenstelling tot de AVG niet door andere landen is overgenomen. Door de lage mate van maatschappelijke aanvaarding van AI is de EU-wetgeving immers extreem voorzorgsgericht en beperkend. Bovendien zijn deze verordening en de nationale uitvoeringsregels van bovenaf opgesteld, zonder echte betrokkenheid van belanghebbenden en burgers die niet geïnteresseerd zijn in deze kwestie. Sommigen spreken zelfs van een opgelegde en autoritaire regelgeving.
De EU heeft haar eigen beperkende regelgeving inzake AI ontwikkeld. Dit heeft niet veel internationale invloed gehad omdat andere landen een aanpak hanteren die meer gericht is op de ontwikkeling van AI.
Het politieke isolationisme van de VS en het beleid van internationale economische concurrentie leiden tot investeringen om het potentieel van AI optimaal te benutten. Dit leidt tot een toename van de werkloosheid in de EU en een afname van de kwaliteit van banen. De moeilijke economische situatie heeft een grote invloed op de sfeer binnen bedrijven, waar een gebrek aan vertrouwen tussen ondernemers en werknemers overheerst. Europese bedrijven concurreren met elkaar in plaats van samenwerkings- en netwerkstrategieën op te zetten. Dit wordt nog verergerd door het wantrouwen en de angst van werknemers voor technologie en de weinige AI die ondernemers gebruiken. Door een gebrek aan AI-vaardigheden bij de beroepsbevolking slagen maar weinig Europese bedrijven en buitenlandse multinationale ondernemingen erin zich te ontwikkelen in de technologiesector.


Scenario 4: Geringe geopolitieke spanningen en lage mate van maatschappelijke aanvaarding van AI
Titel scenario: AI ondanks ons

Context / De weg ernaartoe
Na de geopolitieke spanningen van de jaren 2020 te hebben overwonnen, hebben staten manieren gevonden om de internationale orde te herzien om vrije handel en efficiënte toeleveringsketens veilig te stellen ten koste van gelijkheid en sociale vrijheden.

Maatschappelijk
Hoewel de wereld wordt gekenmerkt door een ongewone rust op het geopolitieke toneel, gaat er onder deze schijn van rust een samenleving schuil vol interne verdeeldheid en een onderstroom van onenigheid. Omdat regeringen voorrang geven aan economische belangen, blijven ongelijkheden niet alleen bestaan, maar nemen ze wereldwijd zelfs toe, omdat interventies en innovaties alleen maar gericht zijn op zakelijke doelen en deregulering. Het gevolg is dat het grootste deel van de bevolking AI-gestuurde ontwikkelingen met argwaan en ongerustheid waarneemt. In de EU heeft dit geleid tot een gefragmenteerd sociaal landschap, met aanzienlijke verschillen in levensstandaard en kloven in de kwaliteit van basisvoorzieningen zoals onderwijs en gezondheidszorg.
Veel mensen vinden dat de marktgestuurde AI allesbehalve betrouwbaar is en de kernwaarden van menselijke waardigheid, vrijheid, democratie, gelijkheid en solidariteit uitholt. Achterdocht en angst verhinderen elke vorm van sociale dialoog op het werk of openbare maatschappelijke debatten over AI-kwesties. Toch wordt sociale onrust voorkomen of snel gestopt door regeringen dankzij dezelfde technologie waar mensen sceptisch over zijn. Sterker nog, AI-tools worden door regeringen gebruikt voor surveillance en veiligheid, om de stabiliteit te handhaven die nodig is voor economische prestaties, in ieder geval aan de oppervlakte en voorlopig. Verborgen onder de schijn van publieke onverschilligheid is de samenleving een mozaïek van tegenstellingen en waardenkloven die zorgvuldig worden beheerd door “diepe staten”.
Mensen die niet over de economische middelen beschikken om de nodige vaardigheden op te bouwen, of die gewoon niet aanvaarden dat ze werken in banen waar AI gebruikt wordt – een veelvoorkomende reden voor het voortduren van het fenomeen “The Great Resignation” in de jaren 2020 – blijven achter aan de rand van de samenleving en komen vaak samen in alternatieve coöperatieve gemeenschappen waar ze andere soorten vaardigheden aanleren dan AI-gerelateerde vaardigheden.
Deze soms grote gemeenschappen leven aan de rand van de samenleving en leven hun leven volgens hun eigen capaciteiten en interesses. Hier cultiveren mensen waarden als solidariteit, menselijke verbondenheid en een harmonieuze relatie met de natuur, die in schril contrast staan met het huurlingen- en concurrentie-ethos van de AI-geschoolde elite en de reguliere economie.
Deze alternatieve coöperatieve gemeenschappen streven er vaak naar om spaarzame “biofabrieken” te worden, die duurzame praktijken omarmen en als tegenwicht dienen voor de uitbuitende tendensen van het neoliberale economische systeem.



Technologisch
Tegen deze achtergrond wordt AI-technologie particulier gefinancierd door techgiganten en ontvangt ze enorme investeringen gericht op het maximaliseren van winst, productiviteit en efficiëntie. AI-tools spelen een centrale rol in alle winstgerichte activiteiten en worden alom gebruikt door bedrijven om hun belangen te behartigen.

Economisch
In dit scenario wordt de evolutie van AI in de arbeidswereld voornamelijk gedreven door marktkrachten. Grote bedrijven oefenen een sterke invloed uit op nationale regeringen en supranationale organisaties, waaronder de EU, die steeds meer ondergeschikt zijn geworden aan de agenda van het bedrijfsleven. De technologische elite verstevigt haar greep op de politieke macht, beïnvloedt het beleid en dicteert de economische koers.
Als gevolg daarvan is de economie minder gereguleerd dan in de jaren 2020, waarbij zowel de nationale regeringen als de EU een beperkte rol spelen in het economisch bestuur. De arbeidsmarkt is verder geliberaliseerd om het aanwervingsproces en de contractonderhandelingen voor bedrijven te vereenvoudigen en flexibeler te maken, met als doel innovatie en ondernemerschap te stimuleren. Kmo’s leveren een cruciale bijdrage aan de economie van de Europese Unie en worden voornamelijk gesteund door multinationale ondernemingen.
In de productie zorgt AI voor een revolutie in de productielijn door robotfabrieken, waardoor processen sneller en efficiënter verlopen. In de marketingsector wordt AI winstgevend gebruikt om trends en klantvoorkeuren vast te stellen, waardoor bedrijven zeer gerichte campagnes kunnen opzetten. In de financiële sector is AI onmisbaar geworden. AI biedt tools voor risicobeoordeling, automatisering van de handel en gepersonaliseerd financieel advies aan klanten. De voorspellende capaciteiten van AI vormen een doorbraak in de logistiek. AI kan namelijk anticiperen op vertragingen in de verzending of routes in realtime optimaliseren, waardoor kosten worden bespaard en de betrouwbaarheid wordt vergroot in een wereld die sterk wordt verstoord door extreme weergebeurtenissen.
De op AI gebaseerde economie heeft geleid tot een arbeidsmarkt met twee lagen. AI-geschoolde elites, vooral in STEM (wetenschap, technologie, engineering en wiskunde), vertegenwoordigen een mobiele beroepsbevolking die wereldwijd concurreert om goedbetaalde banen en wier expertise onmisbaar is voor het onderhouden van AI-gedreven bedrijfsactiviteiten en het leiden van O & O. Deze werknemers vormen een bevoorrechte mondiale gemeenschap die waarden als individualisme, macht, inventiviteit, rijkdom en status hoog in het vaandel draagt.
Omgekeerd zien veel werknemers zich gedwongen om handenarbeid te verrichten die bestand is tegen automatisering of dienstverlenende taken die niet zo eenvoudig kunnen worden omgezet in “AI-gestuurde economische transacties”, d.w.z. taken waarvoor aanzienlijke veranderingen in de gewoonten of sociale normen van mensen nodig zouden zijn als AI zou worden ingezet – bijvoorbeeld het veranderen van de verwachting van interactie met mensen voor discussies of onderhandelingen; taken waarvoor menselijke empathie, scherpzinnigheid of medeleven vereist is.




Ecologisch
Aangezien de prioriteit hier bij de economie ligt en AI zich niet optimaal ontwikkelt, leidt AI zelf niet tot een massaal verbruik van energie en hulpbronnen, maar ook niet tot een verbetering van de milieuvoetafdruk van andere activiteiten. Het verbruik van hulpbronnen voor de meer traditionele onderdelen van de economie blijft daarentegen toenemen.

Politiek
De technologische elite verstevigt haar greep op de politieke macht, beïnvloedt het beleid en dicteert de economische koers.



SOC/803 – EESC-2024-01024-00-00-TCD-TRA (EN) 1/12
